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SUMMARY 

Since the advent of gel permeation chromatography it has been difficult to 
compare molecular weight distributions of samples analyzed on different gel columns 
or under different experimental conditions. Corrections are described herein which 
convert gel permeation chromatographic curves to absolute molecular weight dis- 
tributions. Good agreement of corrected molecular weigl1.t distributions for several 
samples analyzed on different column sets was obtained. 

INTRODUCTIOK 

Because gel permeation chromatographic (GPC) curves are graphs of d refrac- 
tive index/a volume VS. elution volume, it is virtually impossible to superimpose GPC 
curves for identical samples from two different column sets. Even if tire area under 
the curves is normalized, it is invalid to merely substitute molecular weights (from 
the calibration curves) for elution volumes. Furthermore the instrument spreading 
will most likely vary from instrument to instrument. To reiterate, in most cases there 
will be three significant differences between the chromatograms for the same sample 
analyzed under widely divergent experimental conditions, as follows : (I) identical 
elution volumes will not correspond to identical molecular weights, (2) the degree of 
instrument spreading will be different for each instrument or column set, and (3) 
polymer peaks will be of different size. 

Tlie first step in the correction process is the establishment of a calibration curve. 
Elution volumes of the peaks of twelve narrow distribution polystyrene standards 
were graphed versus the logarithm of the molecular weight at tire peak. This calibration 
curve was fitted by a least-squares procedure to a fifth-order polynomial function. 
As a check of the validity of the calibration curve, the weight- and number-average 
molecular weights were calculated for the polystyrene standards for comparison with 
the reported values. 

Tile values of the instrument spreading factors, CYoPc, were determined by also 
using the polystyrene standards and the method proposed by HENDRICKSON~. Tile 
relatiOnship doJ?c = (bobs2 - bd18t2)1/2 was employed, where aobsr the observed 
spreading, is one-half the volume between the clu-omatogram peak and the baseline 
intercept of a tangent (theoretically the tangent at the first inflection point) to tile 
leadside of the chromatograms, and where ddlst is the volume (obtained from the 
calibration curve) corresponding to the difference between the molecular weigllt at the 
peak and the molecular weight (Table I) at the first inflection point. 
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The chromatograms were corrected for spreading using a third generation 
version of SMITH'@ computer program. This correction procedure assumes a molecular 
weight component at each particular volume increment. The chromatogram is then 
considered to be an envelope of the sums of the individual components, each of which 
has a gaussian shape due to spreading. The spreading factors, oGpc, can vary with 
molecular weight or can be unequal (for unsymmetrical, skewed peak shapes). Initially 
the amount of each component at each particular elution volume is set proportional 
to the chromatogram height at that particular elution volume. Then an iterative 
procedure is begun in which an envelope of the sums of the individual components is 
calculated, considering the contribution of neighboring components to each other due 
to gaussian spreading. The amount of each component is then adjusted by a ratio of 
the height of the chromatogram to the height of the calculated envelope. This proce- 
dure is repeated for a specified number of times or until the chromatogram and the 
calculated envelope agree within specified (“gate value”) limits. Frequently CHANG 
AND HUANG'S~ smoothing subroutine is used in conjunction with the spreading cor- 
rection to smooth spurious baseline noise in the original chromatogram. 

The replot technique proposed by YAU AND FLEMING~ was used. to correct for 
non-linear calibration curves. The weight fraction per volume increment (obtained 
from the chromatogram) is multiplied by the reciprocal of the slope of the calibration 
curve to obtain the corrected value of weight fraction per log molecular weight in- 
crement (d W/d(log M) = (dpV/dV) x dV/d(log M) ). Finally the molecular weight 
distributions are normalized so that there are equal areas under every distribution. 

After the chromatograph has been calibrated and all the various corrections 
made to a chromatogram, the inevitable question arises, just how accurate is the 
molecular weight distribution that one obtains? A good check of the validity of the 
corrections would be to analyze several duplicate samples on different chromato- 
graphs using different colum.ns, apply the various corrections, and then compare 
the MWD from each chromatograph for identical samples. 

EXPERIMENTAL 

Results were obtained using Waters Associates Gel Permeation Chromatographs. 
Two instruments were used in this study, GPC-4 and GPC-3. Both chromatographs 
had been modified for operation at high temperature, for automatic injection, and for 
column reversing. GPC-4 is a Model IOO with a null- balance differential refractometer 
operating at 135" using the solvent I,z,4-trichlorobenzene (TCB) and a flow rate of 
I ml/min. GPC-4 utilized three 4 ft. columns in series (2500 plates/ft.) of permeabil- 
ities Io4, 2 x ro6, and 100 A. GPC-3 is a Model 200 with an R-4 differential refracto- 
meter operating at 145" also using the solvent TCB and a flow rate of I ml/min. 
GPC-3 utilized four 4 ft, columns in series (3000 plates/ft.) of permeabilities ION, 
2 x rob, 2 x 105, and ro"A. 

All samples were injected onto the columns 46.5 sec. Below mol. wt. 300000 
all calibration samples were 1.0 mg/ml. Abovemol. wt. 300000 allcalibration samples 
were 0.5 mg/ml and fresh samples made the day they were injected. Above mol. wt. 
10~ polystyrene solutions in TCB appear to degrade upon long standing, as the peaks 
broaden and elute later. Above mol. wt. 100 the concentrations may be slightly over- 
loaded. However, due to the limits of instrument sensitivity, the concentration could 
not be reduced further. 
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RESULTS AND DISCUSSION 

Calibration curves were constructed for GPC-3 and GPC-4 by graphing log 
molecular weight vs. elution volume for twelve narrow distribution polystyrene 
standards. Smooth curves were drawn through the twelve points. Readings every 
milliliter were taken from this curve and the readings were fitted by a least-squares 
procedure to a fifth-order polynomial (log M = a + bv + cv2 + dvs + ev4 + fvc, 
where v = volume) by computer program CAL JAM. The values of spreading factors 
were determined from the leadside of the polystyrene standards using values by 
MOORI+ (Table I). 

TABLE I 

MOLECULAR WBIGHT VALUE!9 FOR ;DETERRIINATION OF~,Sl-‘READlNG DUE TO THE DISTRIBUTTON (ryd& 

Standard Pcaiz 
molec alar 
weight 

Ps~Igoo42 LI 700 I4 290 
ps4 I90039 19 500 24 400 
l?s~Igoo4I 51 200 57 So0 
Ps4Ig84 170 Go0 17s200 
PS4IgOO37 411 000 42Sooo 
PS419003S ggo 000 1042 000 
PSGrg70 2 000 000 2 150 000 

a See ref. 5. 

Then, using the analytical calibration curve and the experimentally-determined 
spreading factors, weight- and number-average molecular weights as well as the 
polydispersity ratios (mu/m,) were calculated for the polystyrene standards using 
computer program JAMGPC. In general the calculated molecular weights were zero 
to ten percent low. The calibration curve was then shifted upwards the corresponding 
zero to ten percent and a revised calibration curve calculated. An example of the 
agreement between the twelve experimental points and the revised analytical calibra- 
tion curve is shown in Fig. I. In order to check the spreading correction, the reported 
polydispersities were compared with the calculated polydispersities. The reported 
polyclispersities were less than the calculated polydispersities which were uncorrected 
for spreading, but more than the calculated polydispersities which were corrected for 
spreading. This indicated that the experimentally-determined spreading factors, dope, 
were too large. Pig. 2 shows the experimental variation of spreading factors with 
elution volume for GPC-3 and GPC-4. Lesser arbitrary values of spreading factors, 
also shown in Fig. 2, gave better agreement with reported polydispersity data and 
were used in all subsequent calculations. Table II includes reported polydispersities, 
weight-, and number-average molecular weights of the polystyrene standards, as 
well as the calculated values from GPC-3 and GPC-4 using the revised calibration 
curves and spreading factors. 

Having established valid calibrations for GPC-3 and GPC-4, as evidenced. by 
the good agreement of reported and calculated molecular weight values for the stan- 
dards, it is possible to calculate valid molecular weight distributions from GPC-3 and 
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GPC-4. Fig. 3 is a comparison of MWD for a medium broad distribution @,/AZ?, = 
1.95) polystyrene sample obtained from GPC-3 and GPC-4. The chromatograms were 
smoothed prior to spreading corrections in order to minimize baseline noise. The 
agreement of MWD from differen.t chromatographs (Fig. 3) appears to be about as 
good as the agreement of MWD from repeat analysis on the same chromatographs 
(Fig. 4). The agreement even seems better when one realizes that the area under the 
curves in Figs. 3 and 4 is approximately six times the area of the original chromato- 
grams, which has the effect of magnifying the differences approximately six times. 

I t 1 I I I 1 I I I 1 I I 1 

24 26 28 30 32 34 36 
Elution volume (ml. 5) 

Fig. I. Calibration curve for the polystyrene standards. The line represents the revised analytical 
function, 

Prior computer programs give accurate spreading corrections when the molec- 
ular weight distributions are broad and the spreading is relatively small. However, 
when the distributions are narrow and spreading is relatively large, most programs 
over-accentuate baseline noise and suffer from artificial oscillations, especially on the 
leading and trailing edges. Several of the prior-published spreading corrections os- 
cillate badly and yield negative values for weight fraction of polymer at times. Most 
of these computer programs can not adequately handle multipeaked distributions. 
DUERKSON AND HAMIELEC? have done a good review of the currently used computer 
programs. Fig. 5 shows the chromatograms from GPC3 and GPC-4 of a blend of five 
narrow distribution polystyrene standards which was prepared to rigorously test our 
present correction program. The two chromatograms are similar in shape, but cannot 
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r 
GPC -4 

0.2 - 

0.1 

t 
I I I I I I I I I 

16 20 22 24 26 
Elution volume (ml l 5 1 

r 0 GPC -3 

24 26 28 30 32 34 36 
Elution volume (ml l 5) 

Fig. 2. Spreading factors VS. elution volume for GPC-3 and GPC-4. The revised spreading factors 
(dashed lines) gave better agreement with the reported values of iQ,/ilT,. 

1.2 r 

1.0 - 

0.8 - 

0.6 - 

0.4 - 

0.2 - 

t I I I I 
3.0 3.4 3.8 4.2 4.6 5.0 5.4 5.0 6.2 6.6 

Log molecular weight 

Fig. 3. Comparison of molecular weight distributions for polystyrcno sample PS-6 obtained from 
GPC-3 and GPC-4. 
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Fig. 4. Repeat analysis of polystyrene sample ES-6 on GPC-3. 

25 - 

‘ii 20- 

30 - 

25 - 

20 21 22 23 24 25 26 27 
Elution volume (ml . 5) 

Fig. 5. Chromatograms of a five-component blond run on GPC-3 and GPC-4. 

be readily visually compared. However, after these chromatograms have been car 
rected and plotted (Fig,. 6) as weight fraction per log .iM increment VS. log mol. wt.. 
the MWDs are very nearly the same. The area under the curves in Fig. 6 is approxi- 
mately four times the area under the original chromatograms. The data were not: 
smoothed prior to spreading corrections for Fig. 6. MWD (using smoothed data) 
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obtained from GPC-3 and GPC-4 for another blend of five narrow polystyrene stan- 
dards is shown in Fig. 7. In this case the five peaks are so close together that the blend 
could not be resolved by the chromatographs into separate peaks. 

J. A. MAY, JR., G. W. KNIGHT 

Log molecular weight ,I 

Fig. G, Molecular weight distribution of the blend shown in Fig. 5. The arrows represent the peak 
clution volumes of the five components. 

Log molecular weight 

Fig. 7. Molecular weight distribution for a second blend run on GPC-3 and GI?C-4. The arrows 
represent the peak clution volumes of the five components. 

With respect to the spreading correction, there are two important questions. 
First, how large should the “gate value” be and second, when should the data be 
smoothed to remove baseline noise? If the gate value is too large, the spreading will 
not be corrected for. If the “gate value” is too small, the iterative program will over- 
correct, magnifying anomalies and attempting to place a peak at every minor in- 
flection or bump in the chromatogram. This can be disastrous if there is any baseline 
noise or short-term baseline drift. The best value for the “gate. value” seems to be 
a value corresponding to the precision with which one can measure the curve height, 
or a value corresponding to the magnitude of baseline noise. For the present spreading 
corrections, the value of I mm was used as the “gate value”, discounting smaller 
inflections as inconsequential. The smoothing of data can be used in most instances. 
The difference between smoothed and unsmoothed data in most cases was less than 
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I mm. However, when few data points are taken and peaks are sharp, the smoothing 
routine will round off peaks and destroy essential detail. This loss of detail is a result 
of the inherent nature of the smoothing procedure. The Smoothed height at a particular 
elution volume is the height at that elution volume of the best cubic curve through 
the point and the three data points on each side of the considered point, or in other 
words, a seven point cubic smoothing function is used. Therefore, if enough points 
are not taken and a smooth cubic curve cannot be placed through any seven neigh- 
boring points, the smoothing routine should not be used. The ,data shown in Fig. 5 
were not smoothed because data was collected every milliliter, and therefore the peaks 
and valleys would have been rounded off. 

In conclusion, a good procedure has been described for obtaining accurate 
molecular weight distributions, independent of the columns and experimental con- 
ditions (assuming the columns are good and of the applicable porosity range). How- 
ever, when very minute and subtle differences are to be examined between two 
samples, the easiest and best method still is to chromatograph the samples consecu- 
tively under the same conditions and merely compare the chromatograms. Never- 
theless, instances arise when one has earlier chrornatograms of samples, but none of 
the samples to 

CONCLUSIONS 

I. Good 

chrornatograph consecutively. 

agreement of corrected molecular weight distributions for identical 
samples analyzed on different column sets was found. 

2. Narrow, multipeaked, as well as broad, simple molecular weight distributions 
were dealt with successfully in peak spreading corrections. 

3. Criteria for the use of data smoothing prior to the spreading correction, and 
criteria for choosing a “gate value” in spreading corrections were di.scussed. 

4. When extremely small differences in molecular weight distributions between 
two samples are to be examined, it is still best to chromatograph the samples on the 
same columns and compare the uncorrected chrornatograms. 
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